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ABSTRACT The complexity of open communication stemming from teams' interactions is a fundamental 

feature of the Global Product Development projects. Design Structure Matrix models and the clustering 

method are effective approaches for analyzing and optimizing the virtual organization architecture and 

reducing management complexity. In order to optimize virtual organization architecture, this paper presents 

a Design Structure Matrix-based spectral clustering approach through identifying core teams and measuring 

similarity between virtual teams. Firstly, the open communication frequency related to product features is 

built based on mapping network. Further, this paper proposes a method combining the Information 

Connectivity Matrix and the Responsibility Measurement Matrix to rank teams and identify core teams based 

on the PageRank algorithm of Social Network Analysis. In order to measure similarity between virtual teams, 

this paper presents concepts of Receiver Similarity Index and Sender Similarity Index and utilizes the spectral 

clustering algorithm to optimize organization architecture. Finally, an industrial example is provided to 

illustrate the proposed models. The optimization process and comparison test indicate that the proposed 

method is a more robust clustering algorithm and results provide an integrated managerial insight for reducing 

management complexity in open communication platforms. 

Keywords Design Structure Matrix; Global Product Development, Open Communication Frequency; 

Organization Architecture; Social Network; Spectral Clustering

I. INTRODUCTION 

A key issue in Global Product Development project management is how to establish an effective virtual organization to 

coordinate and communication between hundreds and even thousands of specialists [1], [2]. An efficient global and open 

organizational architecture can not only reduce management complexity but also facilitate the communication, coordination 

and innovation [3], [4]. 

Usually, some core teams in an organization take key roles depending on their functions in the communication and decision-

making process [5]. In order to facilitate the communication, the manager should not only identify core teams which play as 

connection points in the information flow [6], but also need to optimize the organizational structure according to core teams. 

The stronger communication strength between Global Product Development teams is required if the stronger dependency 

between product’s technical features exists. Hence, communication strength resulting from product’s technical features and an 

appropriate clustering approach based on core teams in the communication and decision-making process are critical factors 

for optimizing organization architecture. But sometimes, this new Global Product Development organization may not be 

properly established, because of the complexity of team’s interdependence and task complexity. This may lead to low 

efficiency and additional risks in communication and coordination between teams [7]. 

Structured methods are useful tools to explain dependency relationship between elements and reduce management 

complexity in Global Product Development projects. The Design Structure Matrix proposed by Steward [8] is a powerful 

structural method to represent the dependency strength of communication between teams. Organizational units (e.g., teams or 

individuals) with strong dependency can be relocated next to each other, or clustered into the same group [3]. Reducing 

management complexity is the main benefit of clustering method. Traditional Design Structure Matrix clustering algorithm 

utilizes the concept of bid to find the clusters (modules) in which any element in Design Structure Matrix has the same 
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probability of being selected into a cluster. Once an element is chosen into in a cluster, the algorithm calculates a bid that can 

measure how “strongly” dependency of the selected element with other elements in the cluster [9]. But the main disadvantage 

of the method is that it is difficult to find the global optimized result and the robustness of the algorithm is weak. 

Social network analysis technique has been widely applied in different areas and can be used to analyze the information 

flows in Global Product Development projects and identify the core teams [6], [10]. But the traditional method of Social 

Network Analysis only considers the features around each node in the network. The PageRank algorithm is one of the most 

typical sorting algorithms, which considers characteristics of all nodes in the network, and can be used to identify core teams 

accurately [11]. Furthermore, these core teams can be viewed as the initial clustering center of each group when we optimize 

the organization. Spectral clustering method is an efficient method to find the global optimized result. Building a similarity 

matrix is a crucial step to carry out spectral clustering [12]. Therefore, how to identify the core teams and build an appropriate 

similarity matrix of the Global Product Development project are important issues for optimizing the Global Product 

Development organization based on spectral clustering method.  

In this paper, we use the PageRank algorithm to identify the core teams in the Global Product Development project and use 

the spectral clustering method to cluster the organization Design Structure Matrix. Thus, this paper seeks to explore the 

following questions: 

1) How to identify core teams depending on team’s input and output relationship of technical information with other teams 

and their role in the process of decision-making? 

2) How to evaluate the level of similarity between teams in the Global Product Development project to cluster virtual 

organization according to core teams and the similarity matrix for reducing the project’s coordination complexity?  

To address the above issues, we identify the core team within the organization according to their similarity with the 

application of PageRank algorithm. Further, we use spectral clustering the identify appropriate communities with higher 

similarity. The rest of the paper is organized as follows. In Section 2, we present an overview of the Design Structure Matrix 

and Social Network Analysis methods which have been used in virtual product development environments to understand 

complex information flows. In Section 3, we use a quantitative model to measure technical open communication frequency 

and find the core teams in the organization network. In Section 4 we define the similarity matrix and utilize the spectral 

clustering method to cluster the organization Design Structure Matrix. In Section 5, an industrial example is used to verify the 

proposed model. We conclude the paper in Section 6. 

II. LITERATURE REVIEW  

A.  DESIGN STRUCTURE MATRIX AND CLUSTERING METHOD 

Design Structure Matrix models can be utilized to measure the dependency strength between elements in a complex system. They 

have been used to map and decompose large complex systems into appropriate sub-systems on the basis of a variety of parameter 

interactions [13]. Measuring the dependencies between the elements in Design Structure Matrix is one of the decisive factors for 

clustering analysis [14], [15]. To simplify the Design Structure Matrix optimization, initially all dependency strengths were 

weighted equally (i.e., binary dependency strength). But this binary method is qualitative and dependent on the preference of 

managers. An extension of binary Design Structure Matrix is the numerical Design Structure Matrix, where numbers, either 

absolute or relative, are input into the matrix and help in making decisions. The Multi-Domain Matrix is an extension of Design 

Structure Matrix modeling in which two or more Design Structure Matrix models in different domains are represented 

simultaneously. Multi-Domain Matrix can be utilized to reveal the relationship between different domains (e.g., product, 

organization and process) [16].  

For organization Design Structure Matrix, redesigning the organization structure can not only strengthen the team 

communication, but also help to form a creative PD organization and reduce management complexity [4], [17], [18]. Several 

researchers have explored the clustering method and integrative mechanisms for organizations. Authors studied the integrative 

mechanisms to reorganize the PD organization and applied it into the development of large projects [23]. Clustering objectives 

and techniques vary between applications. The common Design Structure Matrix clustering objective is reducing external 

dependencies or increasing internal dependencies by changing location of elements in Design Structure Matrix [19]. Other 

clustering objectives include minimizing description length [20], maximizing modularity measure [21] and minimizing 

coordination cost [17]. 

Existing Design Structure Matrix’s clustering algorithms can’t easily find the global optimized results and the robustness 

of the algorithm is weak. Some methods have been developed to identify a globally optimal clustering [22]. The spectral 

http://dict.youdao.com/w/appropriate/
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clustering algorithm has become a popular method for data clustering analysis used in a broad range of applications, due to its 

solid theoretical foundation, as well as the good performance of clustering compared with some traditional clustering algorithm 

[23]-[25]. Lee et al. [26] used spectral graph partitioning to advance strategic management and focused on the study of complex 

systems that contain strongly connected components with interactions that are weighted and directed. Alcácer and Zhao [27] 

advanced strategic management research by focusing on a density-based cluster algorithm for analyzing the underlying 

economic activities. Kim et al. [28] used Exponential Random Graph Models to examine multiple interdependent social 

processes involved in network formation in strategic management research. 

It is not only simple, but also easy to find the global optimum, especially for non-convex dataset [29], and very suitable for 

application in actual problems, such as biological information [30] and image search [31]. Similarity measurement is crucial 

to the performance of spectral clustering, the classic spectral clustering algorithm with Gaussian kernel function to measure 

the similarity between two elements. 

B. SOCIAL NETWORK ANALYSIS AND PAGERANK ALGORITHM 

However, Design Structure Matrix only provides a partial view of the PD project because it lacks the sophistication to uncover 

the underlying statistical properties of the PD projects, what is more, as the number of elements or relationship between elements 

increases, the corresponding complexity makes these systems increasingly difficult to analyze. Social Network Analysis 

techniques provide lots of indicators that describe the statistical properties of networks and can be used to analyze PD information 

flow [10], [32]. 

Many researchers have combined Design Structure Matrix and Social Network Analysis to analyze the PD projects [7], 

[10], [32], [33]. To identify the key nodes is one particular problem in network analysis [28]. Previous studies [6], [10], [34] 

used traditional metrics of Social Network Analysis which are simple node sorting methods based on network topology, 

because only the feature around the nodes are taken into consideration. What is more, these constructed networks were based 

on binary Design Structure Matrix, the different dependency strength between the elements of PD was not considered.  

The PageRank algorithm was developed by Page and Sergey of Stanford University. PageRank is a way of measuring the 

importance of website pages which is only generated from the linking structure [35]. The PageRank of a node which gives the 

relative importance degree of the pages can be interpreted as the average portion of time spent at the node by an infinite random 

walk or in other words, it constitutes a global ranking of all Web pages, regardless of their content, based solely on their 

location in the graph structure. It is traditionally applied for ordering web-search results, but it also has many other applications 

[36]. Some modifications of this method have been proposed [37], [38]. Agryzkov [11] presented a new method which takes 

into account not only the connections between the nodes in a network, but also other external factors (e.g. the role in decision-

making) for ranking each node in the network. 

Although previous research brought considerable insights into measuring dependency strength between teams and clustering 

PD organization, how to construct a PD organization according to each team’s role in technical communication and decision-

making [39] and a more robust clustering algorithms is ignored.  

There are three key contributions of this paper.  

1) In order to manage coordination complexity and improve the robustness and efficiency of Design Structure Matrix clustering 

methods, this paper use the spectral clustering method for the organization Design Structure Matrix through identifying core 

teams and measuring similarity between teams in PD projects. 

2) This paper builds the Information Connectivity Matrix and the Responsibility Measurement Matrix to measure the relative 

importance degree of PD teams for using PageRank algorithm of Social Network Analysis to identify the core teams. For 

characterizing the Information Connectivity Matrix, the models of team’s information sending connectivity degree and 

information receiving connectivity degree are built. For characterizing the Responsibility Measurement Matrix, the model of 

involvement degree is built.  

3) In order to measure similarity between teams in PD projects, this paper presents the concepts of Receiver Similarity Index 

and Sender Similarity Index from the view of information flow. Finally, the spectral clustering algorithm is used to obtain the 

optimized cluster of organization Design Structure Matrix, which provides a more robust algorithm for obtaining stable 

results and integrated managerial insight for reducing management complexity. 

III. IDENTIFYING CORE PD TEAMS BASE ON MULTI- DOMAIN MAPPING AND PAGERANK ALGORITHM 

A. IDENTIFYING CORE TEAMS RELYING ON OPEN COMMUNICATION   

In this paper, we use the product-organization architectures to capture the open communication among teams related to product’s 
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features. 

From Figure 1, teams PI and PJ are likely to interact to negotiate their component interfaces. This definition assumes that the 

higher the degree of overlap between activities A1 and A2 and the higher the involvement degree of the teams P1 and P2 in the 

redesign of the process, the more these two teams are likely to collaborate each other. This follows the findings of previous 

research [40], [41]. 

 

FIGURE 1.  Mapping from process to organization architecture from [3, p. 88] 

The open communication frequency (OCF (i,j)) allows to determine the pair of teams that could potentially handle indirect 

changes in the process  (i.e., who should talk to whom if a redesign is improved during the process?).  

The discontinuous red array from process architecture and organization architecture illustrates a third matrix called the 

involvement degree matrix, which shows the degree of team’s involvement in the product redesign (𝐼𝐷(𝑖, 𝐽)). In this paper, 

dependency strengths of process architecture and team’s involvement are scaled at four levels [9], [17]: 0 = no relation, 1 = 

weak relation, 2 = medium relation, 3 = strong relation. These scales are evaluated through analyzing the degree of overlapping 

between activities and the potential team’s involvement degree in the design process respectively, which are judged by groups 

of the project manager, engineers and experts according to their knowledge and experience [7], [17]. 

 
𝑂𝐶𝐹(𝑖, 𝑗) = ∑(𝐼𝐷(𝑖, 𝐼) × ∑ (𝐼𝐷(𝑗, 𝐽) × 𝑃_𝐷 𝑆𝑀(𝐼, 𝐽)

𝑚

𝐽=1,𝐽≠𝐼

)

𝑚

𝐼=1

 (1) 

An Open Communication Frequency network of teams could be derived to represent a directed weighted network, in which 

the nodes represent the teams, the direction of arrow represents the information's input and output and the weighted value of 

arrow is the Open Communication Frequency between teams. 

In order to optimize the organization architecture, we firstly rank all of the Global Product Development teams to identify 

core teams by evaluating their roles in the information exchange and decision-making. Then the number of core teams in 

organization can be viewed as the number of groups for clustering the Design Structure Matrix and it is one of input of 

clustering algorithms. Further, we build Similarity Index between teams and then use spectral clustering method to cluster the 

original Open Communication Frequency of the organization Design Structure Matrix. 

B.  RANKING CORE TEAMS USING SOCIAL NETWORK ANALYSIS METHOD  

In Global Product Development projects, both one team's information connectivity with other team and its role in the decision-

making process determine the level of importance of each team in the Global Product Development project. In this paper, the core 

teams refer to the teams which not only have very important roles in the process of decision making but also have more information 

connectivity with other teams.  

According to the feature that each team sends information to other teams and receives information from other teams, we 

build Information Connectivity Matrix to evaluate the relative importance related to connectivity of information for using the 

PageRank algorithm. In addition, according to the different responsibility of each team in the process of decision-making in 

Global Product Development projects, we build Responsibility Measurement Matrix for describing the role in the process of 

decision-making. 

1) THE INFORMATION CONNECTIVITY MATRIX 
In Global Product Development projects, information connectivity refers to the connection between teams related with 

information exchange, in which each team act as an information receiver or an information sender. So, information connectivity 

of one team with the other teams is composed of two parts, one is team’s information sending connectivity degree and another 
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is its information receiving connectivity degree compared to other teams. The Information Connectivity (IC) Matrix can be 

captured with (2). 

 𝐼𝐶 = 𝛬 ⋅ 𝐼𝐶𝑜𝑢𝑡 + (𝐸 − 𝛬) ⋅ 𝐼𝐶𝑖𝑛
𝑇 (2) 

where, 𝐼𝐶𝑖𝑛
𝑇 is the transpose of 𝐼𝐶𝑖𝑛, 𝐸 is the unit matrix, 𝛬 = 𝑑𝑖𝑎𝑔(𝜆1, 𝜆2, . . . , 𝜆𝑛), 𝜆𝑖(𝑖 = 1,2, . . , 𝑛) are weight coefficients, 

𝜆𝑖 = 1 if team i only plays role as the information sender; and 𝜆𝑖 = 0 if team i only plays role as the information receiver. 

Matrix 𝐼𝐶𝑜𝑢𝑡and 𝐼𝐶𝑖𝑛represent information sending connectivity degree and information receiving connectivity degree 

respectively, which can be captured with (3) and (4). 

 

𝐼𝐶(𝑖, 𝑗)𝑜𝑢𝑡 = {

𝑂𝐶𝐹(𝑖, 𝑗)

∑ 𝑂𝐶𝐹(𝑖, 𝑗)𝑛
𝑖=1

𝑖𝑓 𝑂𝐶𝐹(𝑖, 𝑗) ≠ 0

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

       1 ≤ 𝑖, 𝑗 ≤ 𝑛 (3) 

 

 

𝐼𝐶(𝑖, 𝑗)𝑖𝑛 = {

𝑂𝐶𝐹(𝑖, 𝑗)

∑ 𝑂𝐶𝐹(𝑖, 𝑗)𝑛
𝑗=1

𝑖𝑓 𝑂𝐶𝐹(𝑖, 𝑗) ≠ 0,

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

       1 ≤ 𝑖, 𝑗 ≤ 𝑛 (4) 

where 𝑂𝐶𝐹(𝑖, 𝑗) can be captured by (1). Hence, (2) can be expressed by (5). 

 𝐼𝐶(𝑖, 𝑗) = 𝜆𝑖𝐼𝐶(𝑖, 𝑗)𝑜𝑢𝑡 + (1 − 𝜆𝑖)𝐼𝐶(𝑗, 𝑖)𝑖𝑛 (5) 

where, 𝜆𝑖(𝑖 = 1,2, . . , 𝑛) are weight coefficients, 𝜆𝑖 = 1 if team 𝑖 only is the information sender; and 𝜆𝑖 = 0 if team 𝑖 only is 

the information receiver; 𝜆𝑖 = 0.5 if team 𝑖 is not only the information sender but also the information receiver. In this means, 

𝐼𝐶(𝑖, 𝑗)𝑜𝑢𝑡 will be the ratio between releasing information from team 𝑗 to team 𝑖 and information sent by team 𝑗 to all teams. 

The bigger value of 𝐼𝐶(𝑖, 𝑗)𝑜𝑢𝑡 indicates the higher connectivity degree related to releasing information from team 𝑖 to team 

similarly, The bigger value of 𝐼𝐶(𝑗, 𝑖)𝑖𝑛 
indicates the higher connectivity degree of receiving information. 

2) THE TEAM’S RESPONSIBILITY MEASUREMENT MATRIX 
The team’s responsibility refers to the responsibility and duty of each team in the decision-making process of Global Product 

Development projects. The Global Product Development Process involves concept development, system-level design, detail 

design, testing and refinement and production ramp-up. In the concept development phase (especially the concept selection 

sub-phase), the virtual teams are faced with making decision of the best concept for satisfying customer need and further 

design, refinement, and production [4]. Hence, this paper focus on the design decisions in the process of concept selection, 

especially the important decisions related with selecting functions and parts. On the other hand, according to distributed teams’ 

previous experience, they can forecast how many important design decisions will be made and how will they be involved in 

these decisions in a new Global Product Development project. Assuming 𝑘 decisions are required made by 𝑛 teams, so, the 

team and decision-making Domain Mapping Matrix with 𝑛 column and 𝑘 row can be built. In the Domain Mapping Matrix, 

the value of each column 𝑗 represents the responsibility's level of each team 𝑖 in decision-making 𝑗. The Domain Mapping 

Matrix indicates the involvement degree of various teams in the process of making decisions for a project or business process. 

It is especially useful in clarifying roles and responsibilities of each team in cross-functional/departmental activities and 

processes. The value of involvement degree Domain Mapping Matrix can be scaled by 7 levels (i.e., from 0 to 6), and the 

larger value of Domain Mapping Matrix means the higher involvement degree of team 𝑖 for decision 𝑗. The scales of 

involvement degree are evaluated by groups of the project manager, engineers and experts according to their knowledge and 

experience. 

Because a different decision has a different priority in the project, a weighted vector 𝑣𝑜⃗⃗  ⃗ ∈ 𝑅𝑘×1can be built to represent the 

priority of each decision. Then, with Domain Mapping Matrix (𝑖, 𝑗) and 𝑣𝑜⃗⃗  ⃗, the involvement degree  
𝑣  of each team for all the decisions based on the priority of each decision can be captured by (6). 

 𝑣 = 𝐷 ∙ 𝑣𝑜⃗⃗  ⃗ (6) 

Then the normalized vector 𝑣
→

𝑖
∗ can be calculated with (7). 

 
𝑣
→

𝑖
∗ = (

𝑣1

∑𝑣𝑖

,
𝑣2

∑𝑣𝑖

, . . . ,
𝑣𝑛

∑𝑣𝑖

) (7) 
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Further, we build the Responsibility Measurement (RM) Matrix 𝑅𝑀 ∈ 𝑅𝑛×𝑛
, in which all elements in the 𝑖𝑡ℎ column are 

equal to 𝑣
→

𝑖
∗. In other words, we need to repeat the vector 𝑣

→

𝑖
∗ in every column of the RM for n times. For instance, for the team 

and decision-making Domain Mapping Matrix shown in Figure 2, we assume priority vector of each decision 𝑣0⃗⃗⃗⃗ =

(0.2, 0.3, 0.5), then we obtain 𝑣
→

= (3.5, 4.5, 1,2, 1.2) and the normalized 𝑣
→

𝑖
∗ = (0.29, 0.37, 0.08, 0.16, 0.10) which indicates 

the involvement degree of each team for all the decisions in Global Product Development process. 

Define 

product 

apparence

Define 

system 

scheme

6

1

6 1

1 1

1 1 3

3 3 6

System design team

Structure  design team

Electrical design team

Mechnical design team

Identify 

customer 

requirement

2 1 1package design team

 

FIGURE 2. Team and decision-making Domain Mapping Matrix 

Repeating the vector 𝑣
→

𝑖
∗ n times, we get the team’s RM matrix as following: 

𝑅𝑀 =

[
 
 
 
 
0.29 0.29 0.29 0.29 0.29
0.37 0.37 0.37 0.37 0.37
0.08 0.08 0.08 0.08 0.08
0.16 0.16 0.16 0.16 0.16
0.10 0.10 0.10 0.10 0.10]

 
 
 
 

 

3) IDENTIFYING CORE TEAMS USING IMPORTANCE DEGREE MATRIX 
Because in this paper, we want to find the core teams which not only have very important roles in the process of decision 

making but also have more information connectivity with other teams. So, the Importance Degree (ID) Matrix for ranking the 

teams can be captured as follows: 

 𝐼𝐷 = (1 − 𝛼)𝐼𝐶 + 𝛼𝑅𝑀 (8) 

where, 𝛼 is a weight coefficient. 𝐼𝐶 represents the Information Connectivity Matrix and 𝑅𝑀 is the Responsibility Measurement 

Matrix. 

Because the 𝐼𝐷 matrix is a non-negative, stochastic matrix by columns (i.e., a real square matrix with each column summing 

to 1), so we can utilize the Perron-Frobenius theorem to analyze the non-negative matrix for ranking teams. For the 𝐼𝐷 matrix, 

we can find an eigen vector associated to the eigenvalue 1, and the vector corresponds to the limit vector of a probability 

distribution of a Markov chain. Besides, as the 𝐼𝐷 matrix is stochastic and primitive, so its eigenvector is a steady state vector 

of the Markov chain which can represent the ranking of the teams. The most widely used algorithm for calculating the eigen 

vector associated to the eigenvalue 1 is the power method [42]. 

The higher the value of the eigenvector represents a higher integrated connectedness and a critical role in decision-making 

process. A successful Global Product Development project requires frequent information exchanges and decision-making, so 

a team's value in the eigenvector indicates the capability that it becomes the core team in the Global Product Development 

organization. 

In summary, in order to rank the teams and identify the core teams in Global Product Development project, the process 

requires the following steps: 

Step 1: Obtain the matrix 𝐼𝐶 from organization Design Structure Matrix using (2). 

Step 2: According to the team-decision Domain Mapping Matrix and the weight vector of decision 𝑣0⃗⃗⃗⃗  to calculate the 𝑅𝑀 

matrix by the (6) and (7). 

Step 3: According to (8), the 𝐼𝐷 matrix can be achieved. Then, we compute the eigenvector 𝑢
→

 whose eigenvalue equal to 1 

of the 𝐼𝐷 matrices using the power method. The eigenvector 𝑢
→

 represents the ranking vector for each team.  
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Finally, according to 𝑢
→

 (i.e., the ranking of teams), we can identify the core teams depending on experience and priority of 

the project manager. 

IV. SPECTRAL CLUSTERING APPROACH FOR GLOBAL PRODUCT DEVELOPMENT TEAMS 

A. BUILDING THE SIMILARITY MATRIX FOR GLOBAL PRODUCT DEVELOPMENT TEAMS 

Identifying the similarity matrix 𝑆 in which the value of 𝑆(𝑖, 𝑗) represents the level of similarity between elements 𝑖 and 𝑗 is the 

first step of spectral clustering method. The clustering method uses the similarity matrix to find a set of clusters (i.e., groups) for 

the elements (i.e., individuals or teams), so that similarity of intra-cluster is maximized while similarity of inter-cluster is 

minimized. The Gaussian kernel function is widely adopted as the similarity measure [29]. The similarity matrix 𝐼𝑆 in our paper 

is not a sparse matrix, and a similarity matrix calculated by Gaussian kernel function is not sparse [42]. Therefore, the Gaussian 

kernel function is used as the benchmark case to evaluate our 𝐼𝑆 results. Given a dataset 𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛} with 𝑘 clusters, we 

can define a similarity matrix 𝐴 whose element 𝐴𝑖,𝑗 can be viewed as the weight on the edge connecting the 𝑖𝑡ℎ and 𝑗𝑡ℎ data-

points. The element 𝐴𝑖𝑗 of the similarity (affinity) matrix is measured by a typical Gaussian kernel function 𝐴𝑖𝑗 = 𝑒𝑥𝑝( −
𝑑2(𝑥𝑖 , 𝑥𝑗)/𝜎

2), where𝑑(𝑥𝑖 , 𝑥𝑗) is Euclidean distance, 𝜎 is the scale parameter which controls the width of the neighborhoods. 

Usually, the level of similarity between finite sample sets A and B can be measured by the Jaccard similarity coefficient, 

which is defined as the size of the intersection divided by the size of the union of the sample sets: 

 
𝐽(𝐴, 𝐵) =

|𝐴 ∩ 𝐵|

|𝐴 ∪ 𝐵|
=

|𝐴 ∩ 𝐵|

|𝐴| + |𝐵| − |𝐴 ∩ 𝐵|
 (9) 

Because the Jaccard coefficient can be used as an accuracy measure for sparse matrix [42], and Design Structure Matrix is 

sparse matrix, so this paper builds quantitative models to measure the similarity matrix for Global Product Development teams 

based on the Jaccard coefficient and further the spectral clustering method is utilized based on the similarity matrix. 

For any team in an organization (see Figure 3), it is probably either an information receiver or an information sender. From 

the view of team 𝑖 and team 𝑗 receiving information from other teams (see Figure 3(a)), the bigger amount of input-linked 

information from same teams indicates they have the higher similarity level. On the other hand, if team 𝑖 and team 𝑗 release 

technical information to other teams (see Figure 3(b)), the number of output-linked teams that release technical information to 

same teams reflects the level of similarity from the view of information's sender. The bigger number of output-linked teams 

indicates the higher similarity level is shared between teams 𝑖 and 𝑗. The teams share high similarity level with both the received 

information and released information should be clustered into the same group. 

By using spectral clustering, it can make the teams with high level of similarity (i.e., strong information exchange) are 

clustered in one group and simultaneously the interaction relationship between group become weak, which will reduce the 

management complexity. In the extreme case even though the information exchange between teams is very limited, they still 

will be clustered in one group if they have high level similarity. For example, in the system design of a new airplane, teams 

performing design the front cabin and back cabin have limited communication, but both of them have strong information 

exchange with teams responsible for mechanics and electric circuit, so they can be clustered in one group. 

Team i

1

Team i Team j

2

Team j

0

0  

(a) Information receiver                      (b) Information sender 

FIGURE 3. Measuring the similarity between teams 

In order to measure similarity between the teams 𝑖 and 𝑗, we define sets 𝛺0, 𝛺1, 𝛺2 and 𝛺0, 𝛺1, 𝛺2: 𝛺0 is the set of all teams 

in the project.
 

𝛺1 is the set of common teams from which both teams 𝑖 and 𝑗 receive technical information. In the organization Design 

Structure Matrix, 𝛺1 represents the set of column 𝑘 in which both the value of row 𝑖 and 𝑗 is non-zero. 

https://en.wikipedia.org/wiki/Intersection_(set_theory)
https://en.wikipedia.org/wiki/Union_(set_theory)
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is the set of common teams, which both teams 𝑖 and 𝑗 send technical information to them. In the organization Design 

Structure Matrix, represents the set of row 𝑘 which both the value of column 𝑖 and 𝑗 is non-zero. 

Hence, this paper presents the concept of Receiver Similarity Index (RSI) to measure similarity between teams 𝑖 and 𝑗 from 

the view of information's receiver. RSI is defined as the ratio of the total value of organization architecture in the 𝛺1 to the 

total value in the 𝛺0 and it can be calculated with (10): 

 
𝑆𝑟(𝑖, 𝑗) = 𝑒𝑥𝑝 (

∑ (𝑂𝐶𝐹(𝑖, 𝑘) + 𝑂𝐶𝐹(𝑗, 𝑘))𝑘 ∈ 𝛺1

∑ (𝑂𝐶𝐹(𝑖, 𝑘) + 𝑂𝐶𝐹(𝑗, 𝑘)𝑘 ∈ 𝛺0
)
) (10) 

 

 
∑ (𝑂𝐶𝐹(𝑖, 𝑘) + 𝑂𝐶𝐹(𝑗, 𝑘))

𝑘∈𝛺1

= ∑(𝑂𝐶𝐹(𝑖, 𝑘) + 𝑂𝐶𝐹(𝑗, 𝑘))

𝑛

𝑘=1

 (11) 

if 𝑂𝐶𝐹(𝑖, 𝑘) × 𝑂𝐶𝐹(𝑗, 𝑘) ≠ 0 

 
∑ (𝑂𝐶𝐹(𝑖, 𝑘) + 𝑂𝐶𝐹(𝑗, 𝑘)

𝑘∈𝛺0

) = ∑(𝑂𝐶𝐹(𝑖, 𝑘) + 𝑂𝐶𝐹(𝑗, 𝑘))

𝑛

𝑘=1

 (12) 

where ∑ (𝑂𝐶𝐹(𝑖, 𝑘) + 𝑂𝐶𝐹(𝑗, 𝑘))𝑛
𝑘=1  is the sum of value of row of 𝑖 and 𝑂𝐶𝐹(𝑖, 𝑘) × 𝑂𝐶𝐹(𝑗, 𝑘) ≠ 0 denotes the situation that 

both 𝑖 and 𝑗 receive information from 𝑘. 

Similarly, this paper presents Sender Similarity Index to measure similarity between teams 𝑖 and 𝑗 from the view of the 

information's sender. This index is defined as the ratio of the total value of organization architecture in the 𝛺2 to the total value 

in the 𝛺0 and it can be captured with (13): 

 
𝑆𝑠(𝑖, 𝑗) = 𝑒𝑥𝑝 (

∑ (𝑂𝐶𝐹(𝑘, 𝑖) + 𝑂𝐶𝐹(𝑘, 𝑗))𝑘∈𝛺2

∑ (𝑂𝐶𝐹(𝑘, 𝑖) + 𝑂𝐶𝐹(𝑘, 𝑗)𝑘∈𝛺0
)
) (13) 

 

 
∑ (𝑂𝐶𝐹(𝑘, 𝑖) + 𝑂𝐶𝐹(𝑘, 𝑗))

𝑘∈𝛺2

= ∑(𝑂𝐶𝐹(𝑖, 𝑘) + 𝑂𝐶𝐹(𝑗, 𝑘))

𝑛

𝑘=1

 (14) 

if 𝑂𝐶𝐹(𝑘, 𝑖) × 𝑂𝐶𝐹(𝑘, 𝑗) ≠ 0 

 
∑ (𝑂𝐶𝐹(𝑘, 𝑖) + 𝑂𝐶𝐹(𝑘, 𝑗)

𝑘∈𝛺0

) = ∑(𝑂𝐶𝐹(𝑘, 𝑖) + 𝑂𝐶𝐹(𝑘, 𝑗))

𝑛

𝑘=1

 (15) 

Therefore, the Integrated Similarity Index between teams 𝑖 and 𝑗 which refers to the integration of Receiver Similarity Index 

and Sender Similarity Index between the teams can be captured with (16): 

 
𝐼𝑆(𝑖, 𝑗) =

1

2
(𝑆𝑟(𝑖, 𝑗) + 𝑆𝑠(𝑖, 𝑗)) (16) 

The integrated similarity matrix (i.e., 𝐼𝑆 matrix) is a symmetric matrix, and 0 ≤ 𝐼𝑆(𝑖, 𝑗) ≤ 1. 

B. SPECTRAL CLUSTERING METHOD 

Spectral clustering is a clustering method based on algebraic graph theory. In multivariate statistics and the clustering of data, 

spectral clustering techniques make use of the spectrum (i.e., eigenvalues) of the data's similarity matrix to perform 

dimensionality-reduction before clustering in fewer dimensions. The similarity matrix is provided as an input and consists of a 

quantitative assessment of the relative similarity of each pair of points in the dataset. 

One of spectral clustering technique is the NJW algorithm introduced by [44]. It utilizes the Laplacian matrix which is a 

simple normalization of the similarity matrix to optimize the normalized cut criterion according to the eigenvector associated 

with the largest eigenvalues. The optimal partition makes the similarity of the elements in the cluster (or subgraph) maximized 

and the similarity between the elements of different clusters minimized. As for the choice of a specific spectral method, [42] 

2

2

https://en.wikipedia.org/wiki/Spectrum_of_a_matrix
https://en.wikipedia.org/wiki/Eigenvalues
https://en.wikipedia.org/wiki/Similarity_matrix
https://en.wikipedia.org/wiki/Dimensionality_reduction
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provided a comparative overview of the different methods of spectral clustering and recommends the use of normalized spectral 

clustering. Researchers found that the NJW algorithm-normalized spectral clustering has more robust performance compare 

to other clustering algorithms [44]. 

In summary, use the organization Design Structure Matrix to derive a team similarity matrix, which is then used in 

conjunction with knowledge of the core teams as inputs to a spectral clustering algorithm to optimize the organization 

architecture, to identify clusters that minimize the total coordination cost among the teams. Third, we model teams’ information 

connectivity, and combine this with additional data on the teams’ responsibility in meeting key PD objectives, in order to 

identify and rank the core teams with the PageRank algorithm from social network analysis. These steps are currently suitable 

to emphasize virtual work success [45], [46]. 

The procedure of NJW spectral clustering for Global Product Development organization is as following: 

Step 1: Build the similarity matrix 𝐼𝑆 using (16).  

Step 2: Compute the normalized Laplacian matrix of 𝐼𝑆. 

Step 3: Calculate Laplacian matrix’s eigenvalue and eigenvector. Then choose the 𝑘 value (i.e., the number of core teams) 

which corresponds to the number of groups at a specific level of hierarchy so as to generate a low dimensional vector space 

for describing 𝐼𝑆. 

Step 4: Set the core teams resulted from (8) as the original clustering center, then the 𝑘-means clustering algorithm is used 

to obtain the optimized cluster of organization architecture. 

V. AN ILLUSTRATIVE EXAMPLE 

An industrial example, customer plate from at L’ORÉAL Paris (CPOP) project is utilized to verify the proposed concepts and 

model. The IT project involves 20 project teams and each team performs a unique task. We interviewed more than 20 persons 

including the project manager and other core project team members from the R&D department, production department and 

marketing department. During the interviews, some main questions are involved: 1) How to optimize the project’s organization 

regarding communication and coordination between technical teams? 2) How much the influence of one component change on 

other components and what the involvement degree of one team in the process of one component? The overall early design stage 

is sophisticated, and we select 4 main decision-making processes. 

Firstly, we build the process architecture and the process-organization mapping. Using (1), we calculate the open 

communication frequency relying on the degree of overlap and customer requirements and obtain the original organization 

architecture (see Figure 4(a)), in which each numerical interaction represents the Open Communication Frequency. It is clear 

that obvious complexity management exits because there are a lot of interaction marks in original organization Design Structure 

Matrix. Figure 4(b) is the team and decision-making Domain Mapping Matrix showing the involvement degree between each 

team and different decisions (a, b, c, d represent four main decisions). We developed the clustering algorithm using MATLAB 

16 software. 
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FIGURE 4. The original organization Design Structure Matrix (a) and Domain Mapping Matrix (b) 

Based on the original organization Design Structure Matrix and the team and decision-making Domain Mapping Matrix, 

we build the Importance Degree (𝐼𝐷) Matrix with (2)-(8) and utilize the power method to calculate the 𝐼𝐷 matrix's eigenvector 
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(see Table. 1), which indicates the teams' ranking in the Global Product Development project. In this case, all teams are both 

information senders and information receivers, 𝜆𝑖 = 0.5, (𝑖 = 1,2, . . . , 𝑛) in (2). In (6) and (8), 𝑣0⃗⃗⃗⃗ = (0.2, 0.3, 0.1, 0.4) and 𝛼 =
0.15 respectively, which are collected from the project manager and experts in the project. 

Then, we calculate the similarity matrix using (10)-(16) and carry out the spectral clustering for the original organization, 

in which the k-means clustering algorithm is used. In the process of spectral clustering, first of all, we obtain the result of 

eigenvalue of normalized Laplacian matrix (see Figure 5 (a)). The choice of the 𝑘 value (i.e., the number of core teams) is 

guided by the findings on the separation of large eigen values of the normalized Laplacian matrix. The 𝑘 value corresponds to 

the number of groups at a specific level of hierarchy, particularly, the value of 𝑘 equal to the number of groups in a perfectly 

clustering network. Figure 5 (a) shows that a big separation exists between eigenvalue index 4 and 5, so the optimal number 

of clusters (i.e., groups) in the Global Product Development organization is 4. Then, we take the top 4 as the core teams which 

are the input of the 𝑘-means cluster algorithm. Further, Figure 5(b) shows that a dashed line can be drawn across the cluster 

tree so that 4 groups are formed, and corresponding teams in each group are [O, P, K, N, L, I], [A, E, B, Q, D, H], [C, J, F, R, 

M], [G, T, S]. The number of x-axis in Figure 5(b) represents the corresponding team. 
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(a) Eigenvalue                                   (b) Cluster tree 

FIGURE 5. Results of eigenvalue and cluster tree using spectral clustering 

Figure 6 (a) shows that the clustered organization has been decomposed into four groups of teams according to Figure 5 (b). 

The clustered Design Structure Matrix indicates that teams with strong interactions are clustered, so the organization 

complexity is reduced significantly. Additionally, we note that some overlapping teams that are shared by two groups exist, 

such as [L, I, A, E] and [D, H]. Figure 6 (b) shows the corresponding Global Product Development organization network of 

Figure 6 (a). 

S

.73

.82

.80 .82

.80

G

T

.13

.24

.10

.73.33

I.91

J

F

R

M

C

E

B

Q

D

H

A

.81

.86

.70

1.0

.82

1.0

.15

.80

.81

.91

.82

.82

.70

.81

.51

.91

.31

.10

O

P

K

N

L

.91

.82.73

.70 .11 .20

.70

.73

.13

.80

.82

.10

.30

.81

.70

.70

.82

.73

.91

.71

.82

.12

.82

.80

.20

.10

.73 .91

.90

.10

.72

.73

.80 .71

.81

.82

.10

.11

.73

.10

.73

.73

.73

.11

.71.16

.17

.16

.91

.15

.20

.13

.13

.31

.13

.23

.72

.80

.62

.82

.30.12

.73

.32

.90

.20

.10

.91

1.0

.83 .70

.81

.20

.30

.73

.82 .90 .82

.82

.82

.73.73

.21

D

F

R

J

M

HQE CB F RJ ML IO AKP N

L

I

O

A

K

P

N

H

Q

E

C

B

D G T S

G

T

S  

O

P

K

N

L

I
A

E

B

Q

D

H

C

J

F

R

M

G

T
S

Group 1
Group 2

Group 3

Group 4

Overlapping nodes

Overlapping 

nodes

 

(a) Clustered Organization Design Structure Matrix (b) Network showing technical communication 

FIGURE 6. Clustered organization Design Structure Matrix and network using spectral clustering 

By using spectral clustering, it can make the teams with high level of similarity (i.e., strong information exchange) are 

clustered in one group and simultaneously the interaction relationship between group become weak, which will reduce the 
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management complexity. In the case, even though there is no information exchange between teams R and M, they are still 

clustered in one group because other teams (e.g., teams C, J, F) have strong information exchange with R and M, which can 

lead most communication occur in one group and meanwhile the communication cross-groups is reduced. In contrast, if R and 

M are separated in different group, the information exchange between teams C, J, F with R or M with will occur across-groups 

which will increase the management complexity. 

We adapt Numerical Dependency Density (as described in (17)) [17] to evaluate the degree of clustering, which is the ratio 

of the total interaction strength (i.e., TIS in the equation) for non-zero elements outside the block (cluster) to the total number 

of cells outside the block (cluster): 

 𝑁𝐷𝑑 = 𝑇𝐼𝑆/ce𝑙𝑙_𝑜𝑢𝑡 (17) 

Table 1 shows the experimental results in which the total coordination cost is used to evaluate the management complexity 

of Global Product Development project. 

TABLE I. Experimental Results 

 Original Design 
Structure Matrix 

Proposed Design Structure 
Matrix spectral clustering 

method 

Comparison test 1: 

Sarkar’s Design Structure 
Matrix spectral method 

Comparison test 2: 

minimizing Total 
Coordination Cost 

NDd - 0.012 0.086 0.036 

Number of clusters - 4 4 5 

Marks of outside the cluster - 14 40 42 

Total coordination cost 1281.2 444.7 919.2 516.5 

 

We also compare our proposed clustering methods with two alternative methods: 1) the classic spectral clustering algorithm 

which uses Gaussian kernel function to measure the similarity between two elements [22]; 2) and a typical Design Structure 

Matrix clustering method which use the two-stage clustering criteria for minimizing the total coordination cost (TCC) to cluster 

teams in organization Design Structure Matrix [7], [22]. Firstly, we apply traditional Design Structure Matrix spectral 

clustering method to original numerical Design Structure Matrix and the results show that many elements can’t be clustered in 

any module (see Figure 7(a)), which indicates that it is inefficient to cluster numerical Design Structure Matrix using traditional 

spectral clustering method. Further, we apply the minimization of the total coordination cost to cluster the Design Structure 

Matrix. Results (see Figure 7(b)) show that several clusters are created but there are more external marks (external 

coordination) outside the clusters than those in the case when we apply our proposed clustering method (see Figure 6 (a)). 
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 FIGURE 7. Results of comparison test 

 Through comparing Figure 6 (a) with Figure 7 (a), it indicates our method of measuring similarity index can reflect the 

Global Product Development process more precisely than traditional spectral clustering method. Our similarity matrix can 
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avoid selecting the scale parameter artificially. Therefore, it is important for project managers to identify an appropriate 

similarity measurement method for practical situation.  

Experimental results are shown in Table 1. Comparing to those in comparison test 1 when traditional spectral clustering 

method is applied for original numerical Design Structure Matrix, the total marks of outside the clustered numerical Design 

Structure Matrix is decreased by 65% and the NDd is decreased by 87%, total coordination cost is decreased by 51.6%. 

Comparing to those in comparison test 2 when the minimization of the total coordination cost is applied for clustering the 

Design Structure Matrix, the NDd of clustered Design Structure Matrix is reduced by 67% and number of marks of outside the 

clustered Design Structure Matrix is reduced by 67%, total coordination cost is decreased by 14%. It is clear that the spectral 

clustering method for organization Design Structure Matrix proposed by this paper outperforms the alternatives. 

VI. CONCLUSIONS 

A systematic method for integrating Design Structure Matrix (Design Structure Matrix) and spectral clustering method has 

been presented in this paper. This paper provides a framework for Global Product Development project managers to form a 

high-efficiency new distributed product development organization using Design Structure Matrix (Design Structure Matrix) 

and spectral clustering method. In order to optimize a Global Product Development organization, this paper develops a more 

robust clustering method to improve our understanding and analysis of Global Product Development projects, especially while 

dealing with open communication within the virtual organization.  

Another significant contribution of this paper is that we used the PageRank algorithm to identify the “core teams”, and then 

define the integrated similarity matrix so as to utilize the spectral clustering method for clustering the organization Design 

Structure Matrix. Firstly, technical communication Design Structure Matrix related to product features based on MDM and the 

corresponding directed weighted network are built. Then a PageRank algorithm in which the feature of information flow 

between teams (i.e., team’s information sending/receiving connectivity degree) and team property in Global Product 

Development projects (i.e., the role in the process of decision making) are taken into account to rank the teams and identify 

the core teams. Further, we propose concepts of Receiver Similarity Index and Sender Similarity Index to measure the integrated 

similarity matrix of Global Product Development teams. Finally, the spectral clustering method with the core teams as the 

initial clustering center is used to find the global optimal solution, which provides a more robust algorithm and integrated 

managerial insight for reducing management complexity of the Global Product Development organization. 

Several aspects of the model presented in this paper merit further examination. First, the concept of entropy is worth for 

future research to analyze similarity between activities. Second, this paper’s model about identifying core teams involving 

information connection and the team's role in the decision-making process, which can be more refined. Other factors that 

influence a teams' position in organization structure can future be researched. Moreover, we use component interface to derive 

team technical interactions, which is then used to design an organizational architecture. However, organizations are relatively 

static and should be reorganized after the change of products. We can further research how other factors (e.g., the dependency 

relationship between activities) influence the technical communication and organization architecture. 
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