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ABSTRACT Detection of anomalies that are evolutionary by nature has emerged as a trending research topic 
in many areas, such as security, bioinformatics, education, economy and so on. Although, most of the research 
has focused on detecting anomalies using evolutionary behavior among objects in a network. However, in 
the real-world heterogenous networks, multiple types of objects co-evolve together with their attributes. To 
understand the deviant co-evolution of multi-typed objects in heterogeneous information networks (HINs), a 
special approach is required that can capture abnormal co-evolution of multi-typed objects. Detecting co-
evolution-based anomaly in heterogeneous bibliographic information network can portray better the object-
oriented semantics than just analyzing the co-author or citation network alone. In this paper, we propose a 
deep clustering-based model for anomaly detection in Microsoft Academic Graph (MAG). The star-network 
schema is used to process the MAG data. Feature learning and clustering tasks are combined using deep 
learning. Experimentation on the MAG data shows the efficiency of the proposed model. 

Keywords Anomaly detection, Clustering, Deep learning, Heterogenous networks, Microsoft academic 
graph. 

I. INTRODUCTION 
With the upsurge in social web usage as a communication platform, these days, it has intensified the speed of data generation. 
For instance, the social networks such as Facebook, Twitter, Wordpress, as communication platforms, and DBLP, and 
ArnetMiner, ACM, and MAG as academic social networks. These networks are dynamic in terms of their structure 
(entities/objects and attributes) and constantly changing with respect to time which also makes them evolutionary in nature. 
Hence, these provide a comprehensive and cohesive structure among different types of objects and their attributes. MAG is 
also such a type of academic social network which comprise different types of objects and their inter-linked attributes. Several 
problems have been discussed in bibliographic networks including rising star prediction [1], dynamic research interests finding 
[2], topic-based heterogeneous ranking [3], anomaly detection, and so on. However, deep learning has been studies for social 
media analytics [4], however, regarding anomaly detection, it still needs exploration in bibliographic networks. It also has 
applications to other problem domains including spam detection, network intrusion detection, and fake news detection in social 
networks [5]. There are different platforms which provide bibliographic data such as DBLP, ArnetMiner, Scopus, Google 
Scholar, and Microsoft Academic Graph. In this research work, MAG is used for experimentation purpose. 

The co-evolution analysis in networked data needs a distinct method from the typical methods used in evolutionary computing 
[6]–[9]. Importantly, in the task anomaly detection, the focus should be on the reason of being anomalous. Though, it is not 
practical to analyze the co-evolution for every possible node or a subnetwork in the input graph. Therefore, using a pre-defined 
structured schema like star-network is feasible [10]. Many earlier studies are available discussing the anomaly detection 
problem for evolutionary networks. For instance, community outlier detection [11], community-trend, evolutionary, and 
community distribution outlier detection [12]. Regarding anomalous changes in the graph structure, localizing relationships of  
nodes that are responsible for anomalousness is presented in [13]. To be brief, most of the existing techniques detect anomalies 
based on the evolutionary behavior of objects in the HINs and ignoring the co-evolutionary aspect. Particularly, we present a 
deep clustering-based anomaly detection approach which detects anomalies in a MAG. 

In a bibliographic network, different objects and attributes are interlinked with each other. However, not every attribute is of 
equal significance, or influence. Therefore, it is necessary to extract meaningful features from the pool and use them for 
anomaly detection. Deep learning is extensively being used for feature learning from the networked data. In this work, we use 
deep autoencoders for feature learning, and then use k-means clustering to detect anomalies from MAG. The proposed method 
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can be applied to the evolutionary networks. The contributions made in this study are as follows: 

1) Proposed a deep clustering-based method to detect anomalies in academic networks 
2) Explored MAG for the anomaly detection problem 
3) Experiments show the efficiency of the proposed method 

 
The rest of the paper is organized as follows: related work is discussed in Section 2, proposed method is described in Section 

3, experimentation is done in Section 4, and section 5 concludes the study. 

II. RELATED WORK 
Extensive work has been done on the problem of anomaly detection [14], [15]. However, this work is focused on the co-
evolution among attributes of objects in the MAG. There are some related studies exist [5], [11], [12], [16], which studies the 
same problem. Though, most of them are dealing with homogeneous networks. Also, in the previous studies, the objects under 
consideration are of single-typed, whereof, in heterogeneous networks, both the objects and attributes are of multi-typed. 

Graphs are of great interest when it comes to the identification of what is not regular – anomalous. A number of studies exist 
which explores graphical data to detect anomalies. It comprise the community detection-based methods [11], [16], where 
authors rely on interactions between objects and attributes of the same type whereas, in this work, the focus is on dealing multi-
typed objects and attributes in MAG. Authors also discussed the density-based methods [17], [18], query-based [6], evolving 
graph-based [19], and subgraph-based [15], [20] methods to detect anomalies in the networked data. Nevertheless, all these 
approaches focus on a network of single-typed objects and attributes such as friends, authors, or events in their studies. The 
influence of attributes over multi-typed objects is not considered for anomaly detection. [21] tried to detect anomalies based 
on a single snapshot of a static network. [22] made an effort by considering anomaly detection problem as a binary 
classification task. 

Authors [15], [23], [24] also explored the anomaly detection using pattern mining in graphs. It is to detect insignificant patterns 
and co-evolution patterns [25] from the graphs as subgraphs based on a user-specified threshold value. In view of author 
collaboration graph, for instance, there are nodes representing authors with their research areas and edges showing 
collaboration frequency between different research area authors namely DB, DM, AI, IR, and ML. The pattern that regularly 
exists is authors having related area of research as cooperation between DB/DB, or DM/DM researchers and so on. At this 
instance, detecting subgraphs of authors having collaborations between DB/IR, AI/DM, or IR/ML depict interdisciplinary 
collaborations [26] that are interesting to know if deliberated as detected anomalies. 

III. ANOMALY DETECTION USING DEEP CLUSTERING 
In this section, we formally define the problem and explain the proposed methodology in detail. 

A. PROBLEM DEFINITION 
Anomaly detection in MAG is to detect the deviant evolutionary behavior of objects and attributes. Several of the previous 
studies discussed single-typed anomaly detection with focus on the evolutionary behavior of objects, however, co-evolution 
among objects and attributes is overlooked. The MAG data has different objects such as authors, affiliations, field of study, 
papers, coauthors, citations, and so on. Each object has a number of attributes defined along with the time information in the 
form of year. The research problem can be divided into two following two parts: 

1) What are the attributes which significantly deviate from the other in a specific timestamp? 
2) How the extracted attributes influence the objects in their anomalous declaration? 

B. FEATURE EXTRACTION 

Feature extraction is the major task in anomaly detection. It is because from a pool of candidate features of objects, it is essential 
to extract meaningful features using deep learning. Later, clustering will be applied on these features to detect anomalies. We 
adopt Deep AutoEncoder (DAE) as used in [27] to extract features from MAG objects. 

A DAE is a neural network of three layers – input layer, hidden layer, and output layer. Input layer is knowns as encoder and 
the output layer is decoder. The encoder at input layer is formulated as: 

 
 𝑎௜ = 𝑝(𝑊௜𝑥 + 𝑏௜) (1) 

where 𝑎௜ is the hidden features of the input data, 𝑊௜ is the weight and 𝑏௜ is the bias of encoder at layer 𝑖. In the same way, the 
decoder is defined as: 
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 ℎത = 𝑞(𝑊௝𝑎௜ + 𝑏௝) (2) 

where ℎത is the reconstruction of the encoded data, 𝑊௝ is the weight and 𝑏௝ is the bias of encoder at layer 𝑗. 

In these equations, 𝑖 and 𝑗 shows the number of timestamps under consideration from the MAG data. DAE may have several 
layers stacked over one another to learn the hidden features at lower-level which is given as input to a DAE of higher-level. 
Particularly, the first layer always takes the raw data as input to process it further. 

C. CLUSTERING 

Clustering is one of the most common exploratory data analysis technique used to get an intuition about the structure of the 
data. It can be defined as the task of identifying subgroups in the data such that data points in the same subgroup (cluster) are very 
similar while data points in different clusters are very different. In other words, we try to find homogeneous subgroups within the 
data such that data points in each cluster are as similar as possible according to a similarity measure such as Euclidean-based 
distance or correlation-based distance. The decision of which similarity measure to use is application-specific. We use Euclidean 
distance as the similarity measure in k-means clustering algorithm. 

Clustering analysis can be done on the basis of features where we try to find subgroups of samples based on features or on the 
basis of samples where we try to find subgroups of features based on samples. Unlike supervised learning, clustering is considered 
an unsupervised learning method since we do not have the ground truth to compare the output of the clustering algorithm to the 
true labels to evaluate its performance. We only want to try to investigate the structure of the data by grouping the data points into 
distinct subgroups. Consequently, the objects which are far from the rest of the clusters are considered as anomalies in MAG. 
Noticeably, the clusters represent the research areas and the objects which deviate significantly from one research area to the other 
in consecutive timestamps are the actual anomalies in MAG. Consequently, it also shows the co-evolutionary behavior of 
attributes of objects in different timestamps. Clustering of the obtained features from the previous step is done using k-means 
clustering algorithm. Following is the pseudocode followed for anomaly detection in MAG: 

1. Using MAG data, learn the features for objects using Eq. (2) 

2. Select the objects from MAG with the feature information from step 1 

3. Define the number of clusters 𝑘 

4. Initialize the centroids at random 

5. Iterate through the objects assignment to clusters until centroids do not change 

6. Compute Euclidean distance between the objects and all centroids 

7. Assign each object to the closest centroid 

Finally, the objects which comprise their own cluster of single objects or the objects which belong to different clusters in different 
timestamps are the actual anomalies. 

IV. EXPERIMENTS 
In this section, we explain the dataset, the evaluation of clustering, and the results. 

A. DATASET 
The dataset MAG is used for experimentation purpose that is pre-processed for outliers, missing data, and the normalization. 
Based on the author keywords, we selected four different research areas to cluster – image processing, data mining, information 
retrieval, and computer networks. Moreover, following the star network schema, we select the authors as target object and 
following as attribute objects from MAG: 
 

 Papers 
 Affiliations 
 FieldOfStudy 
 ConferenceSeries 

 



Anomaly Detection in Microsoft Academic Graph using Deep Clustering                                                                                                                                   

Volume 2, Issue 1, Article 8, Page 81-86, Dec 2021 84 

Each of these objects have different features/attributes which are learned using DAE as explained in Section III. The object 
Paper has an attribute named year which is used for distributing the dataset into different timestamps. We use 5 timestamps where 
each timestamp is of 3 year which overlapped as following: 

 
 Timestamp 1: 2000 – 2003 
 Timestamp 2: 2002 – 2005 
 Timestamp 3: 2004 – 2007 
 Timestamp 4: 2006 – 2009 
 Timestamp 5: 2008 – 2011 

 
The purpose of using overlapping timestamps is to make sure that there is no biasness in the data. 

B. EVALUATION 
In each timestamp, the results of clustering are separately used in order to analyze the co-evolution behavior of attributes over 

the objects while moving from one cluster to another in different timestamps. Clustering quality is subjective to measure. Among 
two well-known clustering quality approaches: Internal Evaluation is used when a result of clustering is assessed based on the 
data that was clustered itself, and External Evaluation is used when we have labels for classes and external benchmarks. These 
benchmarks comprise a set of pre-classified objects, however, we do not have benchmarks in this dataset. That is the reason we 
use internal evaluation measure - Davies-Bouldin Index [22] for measuring clustering quality. It evaluates intra-cluster similarity 
and inter-cluster differences as desired. Davies-Bouldin Index (DBI) is defined as the ratio of within and between cluster 
similarities. Mathematically, it can be represented as follows: 

 
 

𝑫𝑩 =
𝟏

𝒌
 ෍ 𝐦𝐚𝐱

𝒋ஷ𝒊

𝒌

𝒊ୀ𝟏

൛𝑫𝒊,𝒋ൟ (3) 

 
where Di,j is within to between clusters ratio for ith and jth cluster, max represents the worst case of the DBI. The smallest value 

is the optimal value considered for this index that refers to as low as the value of DBI, the higher will be the quality of clusters. 

C. RESULTS 
The clustering results are evaluated using the evaluation measure discussed in the previous section. We used the same value of 

DB index as used in the [19], because the research areas are same in number as used in that study. Figure 1 shows the DB index 
comparison with different number of clusters; however, we selected the value of DB index as 0.2 with 5 clusters which is possibly 
near to the total clusters we want to have at the end. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1: DB Index Comparison 
 
In order to depict the clustering results, we computed similarity between clusters members in each timestamp. This similarity 

is based on the research area of the clustered objects. The greater the similarity, it is more likely that clustered members will keep 
the same cluster membership through each timestamp. In this way, it is easier to spot the anomalous timestamps with attributes 
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having deviated influence over objects that are declared as anomalies. Figure 2 shows the similarity value comparison of clustering 
results in different timestamps

. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: Cluster Membership Similarity Comparison for each Timestamp 

 
For timestamp 𝑡ଵ, all of the research clusters are 100 percent similar because the similarity comparison starts in the second 

timestamp. In 𝑡ଶ, data mining field of study has the highest similarity which shows that attributes are not deviating in 𝑡ଶ for this 
field of study. However, image processing field has the lowest similarity which shows that comparing 𝑡ଵ and 𝑡ଶ, the attributes 
have deviated influence on the objects which caused less similarity between consecutive timestamps. During 𝑡ଷ, there is a rapid 
rise in similarity for image processing field of study. Comparing 𝑡ଵ and 𝑡ଷ, image processing has the highest similarity and the 
computer networks field has the lowest similarity. It shows that the attributes in the computer networks has the most deviant 
influence on the objects during 𝑡ଷ. During 𝑡ସ, every field of study has the similarity value higher or equal to 50 percent. During 
𝑡ହ, almost every field has again the similarity value higher or equal to 50 percent. However, information retrieval is somehow less 
than 50 percent which shows that influence has deviant influence on objects during 𝑡ହ for the information retrieval field of study. 
 

V. CONCLUSION 
In this research work, we introduced deep clustering-based anomaly detection for the MAG data using the star network schema. 
It is prevalent to analyze the deviated influence of attributes over objects in an academic/bibliographic network. Because 
anomalies occur due to the co-evolution of different attributes over time. It is concluded that the proposed method can better 
be utilized for analyzing exchangeability of research areas in MAG, hence spot out the anomalies in the network. Additionally, 
identifying the most influential attributes for an anomalous target object may help in anomaly prevention as well. From the 
future perspective, other bibliographic networks such as ACM, Scopus, can be explored for the anomaly detection by 
employing schemas other than the star network schema. It would reveal more hidden knowledge and rich semantics from the 
bibliographic networks. The proposed method can be applied to other heterogeneous networks such as Facebook, Twitter, or 
healthcare information networks. 
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